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Abstract—The directionality of millimeter-wave (mmWave) communications creates a significant challenge in serving fast-moving mobile terminals on, e.g., high-speed vehicles, trains, and UAVs. This challenge is exacerbated in mmWave systems using analog antenna arrays, because of the inherent non-convexity in the control of the phase shifters. In this paper, we develop a recursive beam tracking algorithm which can simultaneously achieve fast tracking speed, high tracking accuracy, low complexity, and low pilot overhead. In static scenarios, this algorithm converges to the minimum Cramér-Rao lower bound (CRLB) of beam tracking with high probability. In dynamic scenarios, even at SNRs as low as 0dB, our algorithm is capable of tracking a mobile moving randomly at an absolute angular velocity of 10-20 degrees per second, using only 5 pilot symbols per second. If combining with a simple TDMA pilot pattern, this algorithm can track hundreds of high-speed mobiles in 5G configurations. Our simulations show that the tracking performance of this algorithm is much better than several state-of-the-art algorithms.

I. INTRODUCTION

The explosively growing data traffic in future wireless systems can be leveraged by using large antenna arrays and millimeter-wave (mmWave) frequency band [1], [2]. However, as the array size grows and the carrier frequency increases, the large number of A/D (or D/A) converters in the fully digital array make the design infeasible due to high energy consumption and huge hardware cost [2]. A promising alternative is analog beamforming [2], [3], in which the signals of all antennas are beamformed in the analog domain by using phase shifters, and a single A/D (or D/A) is used for digital processing. This analog beamforming solution has been standardized by IEEE 802.11ad [5] and IEEE 802.15.3c [6], and is actively discussed by several 5G industrial organizations [7], [8].

One fundamental challenge in analog beamforming is how to track the beam directions using limited pilot resources. This challenge is especially difficult when a large number of narrow beams generated from many fast-moving mobile terminals or reflectors need to be tracked. This challenge has been recognized in the industry as one important research task for 5G massive MIMO and mmWave systems, e.g., [9].

There has been a number of recent studies on beam direction estimation/tracking for analog beamforming [10]–[16]. In [10]–[14], one round of beam sweeping, scanning many spatial beam directions in a codebook, is needed for updating the beam direction estimate. In [15], [16], the training is performed based on knowledge of prior beam estimates, which is beneficial to save pilots. However, the optimal training has not been obtained and the estimation/tracking is not optimized accordingly, which leads to poor tracking accuracy.

The goal of this paper is to develop an efficient beam tracking algorithm that can track a large number of high-speed mobiles with high accuracy and low pilot overhead. The main contributions of this paper are summarized as follows:

- We develop a recursive beam tracking algorithm. In static beam tracking scenarios, its convergence and asymptotic optimality are established in three steps: First, we prove that it converges to a set of stable beam directions with probability one (Theorem 1). Second, we prove that under certain conditions, it converges to the real beam direction, instead of other sub-optimal stable directions, with high probability (Theorem 2). Finally, if the step-sizes are chosen appropriately, then with high probability, the mean square error (MSE) of the proposed algorithm converges to the minimum CRLB (Theorem 3).
- Our simulation results in both static and dynamic beam tracking scenarios suggest that the proposed algorithm can achieve much lower beam tracking error and higher data rate than several state-of-the-art algorithms, with the same pilot overhead. Particularly, if 5 uniformly inserted pilot symbols per second are used and the receive SNR of each antenna is 10 dB (or 0 dB), by combining with a TDMA round-robin pilot pattern, the proposed algorithm can track 1000 narrow beams each rotating at an angular velocity of $18.33^\circ/$s (or $13.18^\circ/$s), which is 72 miles/h (or 52 miles/h) if the transmitters/reflectors steering these beams are at a distance of 100 meters. And when it is needed to track extremely fast mobiles, one can insert...
more pilot symbols for each mobile. Hence, the tracking speed can be very fast.

Two major technical reasons why our algorithm achieves a good tracking performance are: (i) the probing beamforming direction in each time-slot is close to the real beam direction, while the other algorithms (e.g., [10]–[14]) probe a lot of beam directions, and (ii) an optimal step-size is chosen to ensure a fast convergence rate to the global optimal beam direction, instead of other local optimal beam directions. To the extent of our knowledge, this paper presents the first theoretical analysis on the convergence and asymptotic optimality of analog beam tracking in antenna array systems.

The remaining of this paper is organized as follows: In Sections II the system model is introduced. In Sections III and IV, we formulate the beam tracking problem and develop a recursive beam tracking algorithm that is proved to be asymptotically optimal with high probability in static beam tracking scenarios. In Section V, we evaluate its performance in both static and dynamic beam tracking scenarios.

II. SYSTEM MODEL

A. System Model

Consider the linear antenna array receiver in Fig. 1 where M antennas are placed along a line, with a distance d between neighboring antennas. The antennas are connected by phase shifters to a single radio frequency (RF) chain, and the phase shifters are controlled to steer the observation direction. In time-slot n, a pilot signal arrives at the antenna array from an angle-of-arrival (AoA) $\theta_n \in [-\pi/2, \pi/2]$. Hence, the steering vector of this arriving beam is

$$\mathbf{a}(x_n) = \left[1, e^{j2\pi d x_n}, \ldots, e^{j2\pi d (M-1) x_n}\right]^T,$$  

where $x_n = \sin(\theta_n)$ is the sine of the AoA $\theta_n$ and $\lambda$ is the wavelength. The channel response is $\mathbf{h}(x_n) = \beta \mathbf{a}(x_n)$, where $\beta$ is the complex channel coefficient.

Let $w_{mn} \in [-\pi, \pi]$ be the phase shift in radians provided by the $m$-th phase shifter in time-slot $n$. Then, the analog beamforming vector steered by the phase shifters is

$$\mathbf{w}_n = \frac{1}{\sqrt{M}} \left[ e^{jw_{m1}}, e^{jw_{m2}}, \ldots, e^{jw_{mM}} \right]^T.$$  

Combining the output signals of the phase shifters and dividing the summed signal by $\beta$ yields

$$y_n = \mathbf{w}^*_n \mathbf{a}(x_n) + \frac{z_n}{\sqrt{\rho}},$$

where $\rho = |\beta|^2/\sigma^2$ is the SNR at each antenna, $\sigma^2$ is the noise power, and the $z_n$’s are i.i.d. circularly symmetric complex Gaussian random variables with zero mean and unity variance. Given $x_n$ and $\mathbf{w}_n$, the conditional probability density function of $y_n$ is

$$p(y_n|x_n, \mathbf{w}_n) = \frac{\rho}{\pi} e^{-\rho |y_n - \mathbf{w}^*_n \mathbf{a}(x_n)|^2}.$$  

A beam tracker determines the analog beamforming vector $\mathbf{w}_n$ and provides an estimate $\hat{x}_n$ of the sine $x_n$ of the AoA.

From a control system perspective, $x_n$ is the system state, $\hat{x}_n$ is the estimate of the system state, the beamforming vector $\mathbf{w}_n$ is the control action, and $y_n$ is the observation. Let $\psi = (\mathbf{w}_1, \mathbf{w}_2, \ldots, \hat{x}_1, \hat{x}_2, \ldots)$ represent a beam tracking policy. In particular, we consider the set $\Psi$ of causal beam tracking policies: At the end of time-slot $n$, the estimate $\hat{x}_n$ of time-slot $n$ and the control action $\mathbf{w}_{n+1}$ of time-slot $n+1$ are determined by using the history of the control actions $(\mathbf{w}_1, \ldots, \mathbf{w}_n)$ and the observations $(y_1, \ldots, y_n)$.

III. PROBLEM FORMULATION AND PERFORMANCE Bound

Given any time-slot $n$, the beam tracking problem can be formulated as

$$\min_{w \in \Psi} \mathbb{E} \left[ (\hat{x}_n - x_n)^2 \right] \quad \text{s.t. } \mathbb{E}[\hat{x}_n] = x_n,$$

where the constraint (6) ensures that $\hat{x}_n$ is an un-biased estimate of $x_n$. Problem (5) is a constrained sequential control and estimation problem that is difficult, if not impossible, to solve optimally. First, the system is partially observed through the observation $y_n$. Second, both the control action $\mathbf{w}_n$ and the estimate $\hat{x}_n$ need to be optimized in Problem (5): On the one hand, because only the phase shifts $(w_{1M}, \ldots, w_{MM})$ in (2) are controllable, the optimization of $\mathbf{w}_n$ is a non-convex optimization problem. On the other hand, as shown in Fig. 3 and (29) below, the optimization of the estimate $\hat{x}_n$ is also non-convex and there are multiple local optimal estimates.

Next, we consider static beam tracking scenarios, where $x_n = x$ for all time-slot $n$, and establish a lower bound of the MSE in (5). Given the control actions $(\mathbf{w}_1, \ldots, \mathbf{w}_n)$, the MSE is lower bounded by the CRLB [18]

$$\mathbb{E} \left[ (\hat{x}_n - x)^2 \right] \geq \frac{1}{\sum_{i=1}^{M} I(x, w_i)},$$

where $I(x, w_i)$ is the Fisher information [19] that can be computed by using (4):

$$I(x, w_i) = \mathbb{E} \left[ -\frac{\partial^2 \log p(y_i|x, w_i)}{\partial x^2} \right] = \frac{2\rho}{M} \sum_{m=1}^{M} \frac{2\pi d}{\lambda} (m-1) e^{j[w_{mn} - \frac{2\pi}{\lambda}(m-1)\lambda]} \left| \frac{\partial}{\partial x} \right|^2.$$  

By optimizing the control actions $(\mathbf{w}_1, \ldots, \mathbf{w}_n)$ in the right-hand-side (RHS) of (7), we obtain

2 Interestingly, by tracking the sine $x_n$, we obtain a beam tracking algorithm with lower complexity and higher robustness than tracking the AoA $\theta_n$. [17]
where the maximum Fisher information $I_{\text{max}}$ in (9) is achieved if, and only if, for $i = 1, \ldots, n$

$$w_i = \frac{a(x)}{\sqrt{M}} \left[1, e^{2\pi i x}, \ldots, e^{2\pi i (M-1)x}\right]^T.$$  (10)

Hence, the MSE is lower bounded by the minimum CRLB

$$E \left[(\hat{x}_n - x)^2\right] \geq \frac{1}{nI_{\text{max}}}.$$  (11)

### IV. Recursive Analog Beam Tracking: Algorithm and Analysis

In this section, we design a recursive analog beam tracking algorithm and prove that its MSE converges to the lower bound on the RHS of (11) with high probability in static beam tracking scenarios.

#### A. Algorithm Design

We develop a recursive analog beam tracking algorithm that consists of two stages: 1) coarse beam sweeping and 2) recursive beam tracking.

**Recursive Analog Beam Tracking (Algorithm 1):**

1) **Coarse Beam Sweeping:** Receive $M$ pilots successively (see Fig. 2). The analog beamformer vector $\tilde{w}_m$ for receiving the $m$-th pilot signal $\tilde{y}_m$ is

$$\tilde{w}_m = \frac{1}{\sqrt{M}} \tilde{a} \left(\frac{2m}{M} - \frac{M+1}{M}\right), m = 1, \ldots, M.$$  (12)

Find the initial estimate $\hat{x}_0$ of the beam direction by

$$\hat{x}_0 = \arg \max_{\tilde{x} \in \mathcal{X}} \left| \tilde{a}(\tilde{x})^H \sum_{m=1}^M \tilde{y}_m \tilde{w}_m \right|,$$  (13)

where $\mathcal{X} = \left\{ \frac{1-M_0}{M_0}, \frac{-1-M_0}{M_0}, \ldots, \frac{M_0-1}{M_0} \right\}$ and $M_0 \geq M$ determines the estimation resolution.

2) **Recursive Beam Tracking:** In each time-slot $n = 1, 2, \ldots, 1$, one pilot is received at the beginning (see Fig. 2) using $w_n$, given by

$$w_n = \frac{1}{\sqrt{M}} a(\hat{x}_{n-1}).$$  (14)

The estimate $\hat{x}_n$ of the beam direction is updated by

$$\hat{x}_n = [\hat{x}_{n-1} - a_n \text{Im} \{y_n\}]_1,$$  (15)

where $[x]_1 = \max \{\min \{x, c\}, b\}$ and $a_n > 0$ is the step-size that will be specified later.

In *Stage I*, the exhaustive beam sweeping is used, and an initial estimate $\hat{x}_0$ is obtained in (13) by using the orthogonal matching pursuit method [12]. Its resolution is adapted by the size $M_0$ of the dictionary $\mathcal{X}$, and a larger $M_0$ provides a more accurate estimate. Our simulations suggest that, if the SNR $\rho \geq 0\text{dB}$, $M_0 = 4M$, and $M = 16$, a good initial estimate $\hat{x}_0$ within the mainlobe $B(x_0)$ (e.g., see Fig. 3), defined by

$$B(x_0) = \left( x_0 - \frac{\lambda}{Md}, x_0 + \frac{\lambda}{Md} \right) \cap [-1, 1],$$  (16)

can be obtained with a probability higher than 99.99%.

In *Stage 2*, the estimate $\hat{x}_n$ and the control $w_n$ are updated recursively to realize an accurate tracking performance. The recursive beam tracker in [15] is motivated by the following maximum likelihood (ML) problem:

$$\max_{\hat{x}_n} \left\{ \max_{w_n} \sum_{i=1}^n \log p(y_i|\hat{x}_n, w_n) \right\}.$$  (17)

Rather than directly solve (17), we propose to use the stochastic Newton’s method, given by [18, Section 10.2]

$$\hat{x}_n = \hat{x}_{n-1} - a_n \left[ \frac{\partial \log p(y_n|\hat{x}_{n-1}, w_n)}{\partial \hat{x}_{n-1}} \right]_{\hat{x}_{n-1}, w_n}^{-1}.$$  (18)

where the control $w_n$ can be obtained by maximizing the Fisher information $I(\hat{x}_{n-1}, w_n)$, which yields [14]. By plugging (4), (8), and (14) into (18), we can derive the low complexity recursive beam tracker in [15].

#### B. Multiple Stable Points for Recursive Procedure

To obtain the points that the recursive procedure [14] and [15] might converge to, we will introduce its corresponding ordinary differential equation (ODE). Using (3) and (14), the recursive beam tracker in [15] can also be expressed as

$$\hat{x}_n = \left[ \hat{x}_{n-1} - a_n \left( f(\hat{x}_{n-1}, x) - \frac{\text{Im} \{y_n\}}{\sqrt{\rho}} \right) \right]^{-1}.$$  (19)

where function $f: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is defined as

$$f(v, x) = \frac{-1}{\sqrt{M}} \text{Im} \left\{ a(\hat{x})^H a(x) \right\}.$$  (20)

This recursive procedure can be seen as a noisy, discrete-time approximation of the following ODE [20, Section 2.1]

$$\frac{dx}{dt} = \begin{cases} \max \{f(-1, x), 0\} & \text{if } \hat{x}(t) = -1 \\ f(\hat{x}(t), x) & \text{if } -1 < \hat{x}(t) < 1 \\ \min \{f(1, x), 0\} & \text{if } \hat{x}(t) = 1 \end{cases}$$  (21)

with $t \geq 0$ and $\hat{x}(0) = \hat{x}_0$. According to [20], [21], the recursive procedure will converge to one of the stable points of the ODE (21). Here the stable point of the ODE (21) is defined as a point $v_0$ that satisfies $f(v_0, x) = 0$ and $f'(v_0, x) < 0$, which means that any starting point from a certain neighbourhood of $v_0$ will make the ODE converge to $v_0$ itself.

One can use more time-slots (pilot resources) to support lower SNR in *Stage I*. As *Stage I* is executed only once, this will not increase the total pilot overhead by much.
\[ f(\check{x}_{n-1}) = \left\{ v \in (-1, 1) : f(v, x) = 0, f'_v(v, x) < 0 \right\} = \left\{ v_k \in (-1, 1) : v_k = x + \frac{k\lambda}{M-1}, k \in \mathbb{Z} \right\}. \]  

\begin{equation}
(22)
\end{equation}

Note that except for \( x \), the antenna array gain is quite low at other local optimal stable points in \( S(x) \), where the loss of antenna array gain is nearly 20dB and will be higher if more antennas are configured. Hence, one key challenge is 

**Proof Sketch.** Motivated by Chapter 4 of \([20]\), we prove this theorem in three steps: in \textbf{Step 1}, construct two continuous processes based on the discrete process \( \{\check{x}_n\} \); in \textbf{Step 2}, using these continuous processes, we form a sufficient condition for the convergence of the discrete process \( \{\check{x}_n\} \); in \textbf{Step 3}, derive the probability lower bound for this condition, which is also a lower bound for \( P(\check{x}_n \rightarrow x \mid \check{x}_0 \in B(x)) \). The details are provided in \([17]\).

By Theorem 2 if the initial point \( \check{x}_0 \) is in the mainlobe \( B(x) \), the probability that \( \check{x}_n \) does not converge to \( x \) decays exponentially with respect to \( \rho/\alpha^2 \). Hence, one can increase the SNR \( \rho \) and reduce the step-size parameter \( \alpha \) to ensure \( \check{x}_n \rightarrow x \) with high probability. Under the condition of \( \rho = 10dB \) and \( M = 8-128 \), typical values of \( N_0 \) required by the sufficient condition in Theorem 2 are 10-50. However, one can choose any \( N_0 \geq 0 \) to achieve a sufficiently high probability of \( \check{x}_n \rightarrow x \) in simulations.

**Theorem 3 (Convergence to \( x \) with the Minimum MSE).** If (i) \( a_n \) is given by (23) with 

\[ \alpha = \frac{\lambda}{\sqrt{M(M-1)\pi d}} \Delta \alpha^*, \]  

\begin{equation}
(25)
\end{equation}

and any \( N_0 \geq 0 \), and (ii) \( \check{x}_n \rightarrow x \), then 

\[ \sqrt{n}(\check{x}_n - x) \xrightarrow{d} \mathcal{N}(0, I^{-1}_{\max}), \]  

\begin{equation}
(26)
\end{equation}

as \( n \rightarrow \infty \), where \( \xrightarrow{d} \) represents convergence in conditional distribution given \( \check{x}_n \rightarrow x \), and \( I_{\max} \) is defined in \([9]\). In addition, 

\[ \lim_{n \rightarrow \infty} n \mathbb{E} \left[ (\check{x}_n - x)^2 \mid \check{x}_n \rightarrow x \right] = I^{-1}_{\max}. \]  

\begin{equation}
(27)
\end{equation}

**Proof Sketch.** This theorem is proven by applying Theorem 6.6.1 in \([18]\). The details are provided in \([17]\).

Theorem 3 tells us that \( \alpha \) should not be too small: If \( \alpha = \alpha^* \) in (25), then the minimum CRLB on the RHS of (11) is achieved asymptotically with high probability, which ensures the highest convergence rate. In practice, we suggest to choose \( \alpha = \alpha^* \) and \( N_0 = 0 \) in (23). Interestingly, Theorem 3 can be readily generalized to the track of smooth functions of \( x \): 

**Corollary 1.** If the conditions of Theorem 3 are satisfied, then for any first-order differentiable vector function \( \mathbf{u}(x) \)

\[ \lim_{n \rightarrow \infty} n \mathbb{E} \left[ ||\mathbf{u}(\check{x}_n) - \mathbf{u}(x)||^2 \mid \check{x}_n \rightarrow x \right] = ||\mathbf{u}'(x)||^2 I^{-1}_{\max}. \]  

\begin{equation}
(28)
\end{equation}

**Proof.** See our technical report \([17]\).

For example, consider the channel response \( h(x) = \beta a(x) \).

If \( \alpha = \alpha^* \) and \( N_0 = 0 \), Corollary 1 tells us that, with high probability, the minimum CRLB of \( h(x) \) is achieved in the following limit:

\[ \lim_{n \rightarrow \infty} n \mathbb{E} \left[ ||h(\check{x}_n) - h(x)||^2 \mid \check{x}_n \rightarrow x \right] = I^{-1}_{\max} \sum_{m=1}^{M-1} \frac{\partial}{\partial x} \left( (\beta e^{-j2\pi mx})^2 \right)^2 = \frac{(2M-1)\sigma^2}{3(M-1)}. \]  

\begin{equation}
(29)
\end{equation}
The system parameters are configured as follows: $\beta = (1 + j)/\sqrt{2}$, $\rho = |\beta|^2/\sigma^2 = 10\text{dB}$, $M = 16$, $M_0 = 2M$, $d = 0.5\lambda$. In the following subsections, we will investigate the static and dynamic beam tracking scenarios separately.

### A. Static Beam Tracking

In static beam tracking scenarios, we assume that one pilot is allocated in each time-slot. Hence, these algorithms have the same amount of pilot overhead. The received pilot signals of all time-slots $1, \ldots, n$ are used for estimating $x_n$ and $h(x_n)$ in the compressed sensing and least square algorithms. The step-size $\alpha_n$ is given by (33) with $\alpha = \alpha^* \approx 0.005\lambda$ and $N_0 = 0$. The simulation results are averaged over 10000 random system realizations, where the beam direction $x$ is randomly generated by a uniform distribution on $[-1, 1]$ in each realization.

Figure 4 plots the convergence performance of $\text{MSE}_{h,n}$ over time. The MSE of Algorithm 1 converges quickly to the minimum CRLB given in (29), which agrees with Corollary 1 and is much smaller than those of IEEE 802.11ad, least square and compressed sensing algorithms.

### B. Dynamic Beam Tracking

In dynamic beam tracking scenarios, where beam direction changes over time. In the beginning, we assume that continuous pilot training is performed and an initial estimate is obtained for all the algorithms. After that, one pilot is allocated in each time-slot to ensure that these algorithms have the same amount of pilot overhead.

The last $M/2$ pilot signals are used in the compressed sensing algorithm and the last $M$ pilot signals are used in the least square algorithm. For the IEEE 802.11ad algorithm, the probing period of its beam tracking stage is 3 time-slots. These parameters are chosen to improve the performance of these algorithms. To keep track of the changing beam direction, the step-size $\alpha_n$ of Algorithm 1 is fixed as

$$\alpha_n = \alpha^* = \frac{\lambda}{\sqrt{M(M-1)}\pi d}, \text{ for all } n \geq 1,$$

which is determined by the configuration of the antenna array and is independent of the SNR $\rho$.

Figures 5 and 6 depict the AoA tracking and achievable rate performance in dynamic scenarios, where the AoA $\theta_n$ varies according to $\theta_n = (\pi/3) \sin(2\pi n/1000)+0.005\theta_n$ with $\theta_n \sim N(0, 1)$. Algorithm 1 always tracks the real AoA very well, and achieves the channel capacity 7.33 bits/s/Hz in all the time-slots. The performance of Algorithm 1 is much better than the other three algorithms, and the algorithm used by IEEE 802.11ad is better than the other two.

Figures 7 and 8 illustrate the average AoA tracking and achievable rate performance under a fixed angular velocity.
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\( \theta \) denotes the rotation direction, and \( \dot{\theta} \) is chosen such that \( \theta_n \) varies within \([-\pi/3, \pi/3]\). One can observe that Algorithm 1 can support higher angular velocities and data rates than the other algorithms when all 16 antennas are used. In addition, by using a subset of antennas, e.g., \( M = 4 \) or 8, for beam tracking and all 16 antennas for data transmission, the beam tracking regime of Algorithm 1 can be further enlarged. In [17], it is shown that it is not always good to use fewer antennas for beam tracking. More specifically, when the SNR is \( \rho = 0 \) dB, it is better to choose \( M = 8 \) than \( M = 4 \) because high antenna gain is needed at low SNR.

According to Fig. 8, Algorithm 1 can achieve 95% of the channel capacity when the angular velocity of the beam direction is 0.064 rad/time-slot, the SNR is \( \rho = 10 \) dB, and \( M = 8 \). If each time-slot (TTI) lasts for 0.2 ms (e.g., in 5G systems [25], [26]), Algorithm 1 can support an angular velocity of 0.064 \( \times \frac{1000}{0.2} = 320 \text{rad/s} \approx 51 \text{circles/s} \). Similar calculation is made in [17] when \( \rho = 0 \) dB. Then, consider a TDMA pilot pattern where 1000 narrow beams are tracked by the antenna array periodically in a round-robin fashion such that 1 pilot is received in each time-slot. Algorithm 1 can support 18.33/8 (or 13.18/s) per beam for tracking all these 1000 beams if \( \rho = 10 \) dB (or 0 dB), which is 72 mph (or 52 mph) if the transmitters/reflectors steering these beams are at a distance of 100 meters.

VI. CONCLUSIONS

We have developed an analog beam tracking algorithm, and established its convergence and asymptotic optimality. Our theoretical and simulation results show that the proposed algorithm can achieve much faster tracking speed, lower beam tracking error, and higher data rate than several state-of-the-art algorithms, with the same pilot overhead. In our future work, we will consider hybrid beamforming systems with multiple RF chains and two-dimensional antenna arrays, based on the methodology developed in the current paper.
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