A hybrid sparse-grid approach for nonlinear filtering problems based on adaptive-domain of the Zakai equation approximations
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Abstract. A hybrid finite difference algorithm for the Zakai equation is constructed to solve nonlinear filtering problems. The algorithm combines the splitting-up finite difference scheme and hierarchical sparse grid method to solve moderately high dimensional nonlinear filtering problems. When applying hierarchical sparse grid method to approximate bell-shaped solutions in most applications of nonlinear filtering problem, we introduce a logarithmic approximation to reduce the approximation errors. Some space adaptive methods are also introduced to make the algorithm more efficient. Numerical experiments are carried out to demonstrate the performance and efficiency of our algorithm.
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1. Introduction. In this effort, we consider the following stochastic differential system that combines an equation for the “state” and for the “observation” defined on the probability space \((\Omega, \mathcal{F}, P)\)

\[
\begin{align*}
\frac{dX_t}{dt} &= b(X_t)dt + \sigma(X_t)dW_t, \quad (\text{state}) \\
\frac{dY_t}{dt} &= h(X_t)dt + dB_t, \quad (\text{observation})
\end{align*}
\]  

(1.1)

Here \(\{X_t \in \mathbb{R}^d, t \geq 0\}\) and \(\{Y_t \in \mathbb{R}^r, t \geq 0\}\) are two stochastic processes, \(\{W_t, t \geq 0\}\) and \(\{B_t, t \geq 0\}\) are independent Brownian Motions in \(\mathbb{R}^p\) and \(\mathbb{R}^r\), with covariance matrices \(C_W\) (identity) and \(C_B\), respectively, and the given initial value \(X_0\) is independent of \(W_t\) and \(B_t\) with probability distribution \(u_0(x)dx\). The nonlinear filtering problem is to obtain the best estimate of \(X_t\) as the conditional expectation with respect to the observed paths \(\{Y_s, 0 \leq s \leq t\}\) ([27, 34]). This can be expressed as finding stochastic process \(\tilde{X}_t\) such that

\[
\tilde{X}_t = E(X_t | Y_t) = \inf\{E(|X_t - Y|^2); Y \in \mathcal{K}\}
\]  

(1.2)

where \(\mathcal{Y}_t\) is the \(\sigma\)-algebra generated by the observation process up to \(t\), and \(\mathcal{K}\) is the space of all \(\mathcal{Y}_t\)-measurable and square integrable random variables.

Tremendous efforts have been made to solve linear and nonlinear filtering problems in the last few decades. The first major breakthrough is the landmark work on linear filtering [22], resulting in the Kalman filter (see also [11, 25, 26, 30]). For nonlinear filter problems, three of the most widely used methods are the extended Kalman filter (EKF) [1, 10, 19, 20, 21], the particle filter method (PFM) [3, 6, 8, 13, 28, 32] and the Zakai filter [7, 12, 18, 31, 34, 36]. For
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the EKF the state equation and the observation equation are linearized so that the standard Kalman filter can be applied. The main drawback of the EKF is its inaccuracy when the system is highly nonlinear. The central theme behind the PFM involves the representation of the desired probability density function (PDF) of the system state with a set of adaptively selected random samples. Since PFMs are essentially sequential Monte Carlo methods, with sufficiently large number of samples, PFMs can provide an accurate representation of the PDF for the nonlinear filtering solution.

On the other hand, the Zakai filter represents the PDF of the nonlinear filtering solution \( \tilde{X}_t \) through the solution of a parabolic-type stochastic partial differential equation, known as the Zakai equation [34]. Similar to the PFM, the Zakai filter allows one to accurately compute conditional distributions. A number of numerical algorithms have been proposed to solve Zakai equations [2, 4, 9, 14, 15, 16, 17]. One of the most effective methods is the splitting-up approximation scheme [2, 23, 36] where the original Zakai equation is split into a second order deterministic PDE, related with the prediction step, and a degenerated second order stochastic PDE in the update step. In the numerical simulation process, a prior PDF is obtained by solving the deterministic PDE at the prediction; then this prior PDF is updated following a posteriori criterion.

The main drawback of the Zakai filter is that the numerical approximation is grid based, thus it suffers the so-called “curse of dimensionality” since the computing cost increases exponentially as the dimension of the system increases. Another difficulty related to solutions of the Zakai equation is that the domain is the whole space \( \mathbb{R}^d \). To address these challenges, in this paper, we propose the construction of an efficient hybrid numerical algorithm which combines the advantages of the splitting-up approximation scheme for the Zakai equation, a hierarchical sparse grid method for moderately high dimensional nonlinear filtering problems [24, 33, 35] to compute the numerical solution of the Zakai filter, and an importance sampling method to adaptively construct a bounded domain at each time step of the temporal discretization. Specifically, this enables us to use the splitting-up finite difference scheme to solve the Zakai equation on the sparse grid of the bounded domain. The hierarchical sparse grid method, which was originally created to approximate multi-variable functions, uses only \( O(n(\log n)^{d-1}) \) number of grid points instead of \( O(n^d) \) number of grid points, required by the standard full-grid approximation. Though sparse grid methods are not new, to the best of our knowledge this is the first time such a higher dimension approximation technique is used to solve the nonlinear filtering problem through the adaptive-domain solution of the Zakai equation. Our overall goal of this hybrid technique is to reduce the computational complexity of the Zakai filter while maintaining its advantages over other methods for nonlinear filtering problems.

The paper is organized as follows. In the next section, we briefly introduce the Zakai equation and its relation to the nonlinear filtering problem. In Section 3, we describe the sparse grid interpolation scheme. Then in Section 4 we construct our hybrid numerical algorithm for the nonlinear filtering problem. Finally in Section 5, we conduct numerical experiments to illustrate the effectiveness and efficiency of our new algorithm.

2. Nonlinear Filtering Problems and Zakai Equations. In this section, we outline the derivation of the Zakai equation and its relationship to the nonlinear filtering problem (1.1).
Throughout this paper, we assume that the coefficients $b : \mathbb{R}^d \rightarrow \mathbb{R}^d$, $\sigma : \mathbb{R}^d \rightarrow \mathbb{R}^{d \times p}$ and $h : \mathbb{R}^d \rightarrow \mathbb{R}$ in (1.1) are globally Lipschitz continuous functions. Denote

$$
\rho(t) = \exp \left\{ \int_0^t h^*(X_s) dY_s - \frac{1}{2} \int_0^t |h(X_s)|^2 ds \right\},
$$

then the measure $\tilde{P}$ defined by $\tilde{P} = \rho(t) dP$ is also a probability measure on $(\Omega, \mathcal{F})$ equivalent to $P$. Furthermore, in the probability space $(\Omega, \mathcal{F}, \tilde{P})$, $Y_t$ is a Brownian motion independent of $X_t$ (for details, see [34]).

Assuming that $u = u(t, x)$ is the conditional density function of the state $X_t$ given an observed path $Y_t$, then the optimal filtering solution is given by (see [34, 36])

$$
E(\Phi(X_t) \mid Y_t) = \frac{\int \Phi(x) u(t, x) dx}{\int u(t, x) dx}.
$$

Under regularity assumptions for the coefficients $b$ and $h$ given above, $u$ satisfies the following stochastic partial differential equation, known as Zakai equation

$$
du(t, x) = L^*u(t, x) dt + h^*(x)u(t, x) dY_t, \quad x \in \mathbb{R}^d,
$$

with the initial value $u(0, x)$, and $L$ the infinitesimal generator associated with the state process $X_t$ such that

$$
Lu = \frac{1}{2} \sum_{i,j} (\sigma\sigma^*)_{i,j} \frac{\partial^2 u}{\partial x_i \partial x_j} + \sum_{i=1}^d b_i \frac{\partial u}{\partial x_i},
$$

and “*” is the transpose operator which transforms $Lu$ to be

$$
L^*u = \frac{1}{2} \sum_{i,j} \frac{\partial^2 (\sigma\sigma^*)_{i,j} u}{\partial x_i \partial x_j} - \sum_{i=1}^d \frac{\partial b_i u}{\partial x_i}.
$$

The intent of the Zakai filter method is to obtain numerical solutions of the Zakai equation (2.2). However, there are several challenges involved in the construction of an efficient numerical algorithm for the Zakai equation include (i) high-dimensionality of the state equations; (ii) low regularity of the solution; and (iii) unbounded solution domain. In the next two sections we intend to construct a hybrid algorithm combining the ideas of split-up finite difference method, sparse grid interpolation, and the importance sample approach to overcome these obstacles.

3. Hierarchical Local Sparse Grid Interpolation. In this section, we introduce sparse grid interpolation constructed from a local hierarchical basis, which will be used in the finite difference approximation of the Zakai equation in the spatial domain.
3.1. Standard Hierarchical Sparse Grid Interpolation. Assume that we have the following one dimensional interpolation formula at our disposal:

\[
Q^i(u) = \sum_{j=1}^{m_i} u(x^i_j) \cdot \phi^i_j(x), \quad x \in R,
\]

where \( i \in \mathbb{N} \) is the resolution level of the interpolant \( Q^i \), \( m_i \) is the number of grid points on level \( i \), \( x^i_j \) and \( \phi^i_j(x) \) for \( j = 1, \ldots, m_i \) are the interpolation points and the corresponding basis functions, respectively. In the context of linear hierarchical interpolation, \( m_i \), \( x^i_j \) and \( \phi^i_j \) in the standard interval \([-1, 1] \) for \( i \in \mathbb{N}, j = 1, \ldots, m_i \) are defined by

\[
m_i = \begin{cases} 1, & \text{if } i = 1, \\ 2^{i-1} + 1, & \text{if } i > 1, \end{cases}
\]

\[
x^i_j = \begin{cases} 0, & \text{for } j = 1, \quad \text{if } m_i = 1, \\ \frac{2(j-1)}{m_i} - 1, & \text{for } j = 1, \ldots, m_i, \quad \text{if } m_i > 1, \end{cases}
\]

and for \( i = 1, \phi^1_1 = 1; \) for \( i > 1 \) and \( j = 1, \ldots, m_i \),

\[
\phi^i_j = \begin{cases} 1 - \frac{m_i - 1}{2} \cdot |x - x^i_j|, & \text{if } |x - x^i_j| < \frac{2}{m_i - 1}, \\ 0, & \text{otherwise.} \end{cases}
\]

Note that the nodal basis function \( \phi^i_j \) has local support \([x^i_j - 2^{i-1}, x^i_j + 2^{i-1}] \).

In the multi-dimensional case, i.e. \( d > 1 \), the tensor-product interpolant is

\[
(Q^{i_1} \otimes \cdots \otimes Q^{i_d})(u) = \sum_{j_1=1}^{m_{i_1}} \cdots \sum_{j_d=1}^{m_{i_d}} u(x^{i_1}_{j_1}, \ldots, x^{i_d}_{j_d}) \cdot \phi^{i_1}_{j_1}(x),
\]

where \( \phi^{i_k}_{j_k} = \prod_{k=1}^{d} \phi^{i_k}_{j_k} \). Clearly, the above product requires \( \prod_{k=1}^{d} m_{i_k} \) function values, which is computationally prohibitive when \( d \) is large. The sparse grid interpolation [5] is a linear combination of a series of tensor-product interpolants, each of which is defined on a coarse grid with different resolutions in different dimensions, i.e.,

\[
I^{L,d}(u) = \sum_{L-d+1 \leq \|i\| \leq L} (-1)^{L-\|i\|} \binom{d-1}{q-\|i\|} (Q^{i_1} \otimes \cdots \otimes Q^{i_d})(u),
\]

where \( L \geq d \), the multi-index \( i = (i_1, \ldots, i_d) \) and \( |i| = i_1 + \cdots + i_d \). Here, \( i_k (k = 1, \ldots, d) \) is the level of the tensor-product interpolant \( Q^{i_k} \) along the \( k \)th direction. The Smolyak algorithm builds the interpolant by adding a combination of all tensor-product interpolants satisfying \( L - d + 1 \leq \|i\| \leq L \). The structure of the algorithm becomes clearer when one considers the incremental interpolant, \( \Delta^i \) given in [5]

\[
Q^0(u) = 0, \quad \Delta^i = Q^i(u) - Q^{i-1}(u).
\]
The sparse grid interpolant (3.6) is then equivalent to
\begin{equation}
I^{L,d}(u) = \sum_{|i| \leq L} (\Delta u^i \otimes \cdots \otimes \Delta u^d) = I^{L-1,d}(u) + \sum_{|i|=L} (\Delta u^i \otimes \cdots \otimes \Delta u^d)(u).
\end{equation}

The corresponding sparse grid associated with $I^{L,d}(u)$ is represented by
\begin{equation}
H^{L,d} = \bigcup_{L-d+1 \leq |i| \leq L} (\chi^i \times \cdots \times \chi^d),
\end{equation}
where $\chi^i$ denotes the set of interpolation points used by $Q_i$. According to (3.8), to extend the Smolyak interpolant $I^{L,d}(u)$ from level $L-1$ to $L$, one only needs to evaluate the function at the incremental grid $\Delta H^{L,d}$ defined by
\begin{equation}
\Delta H^{L,d} = \bigcup_{|i|=L} (\Delta \chi^i_1 \times \cdots \times \Delta \chi^i_d),
\end{equation}
where $\Delta \chi^i_j = \chi^i_j \setminus \chi^{j-1}$, $j = 1, \ldots, d$. According to the nested structure of the one-dimensional hierarchical grid defined by (3.3), it is easy to see that $\chi^{i-1} \subset \chi^i$ and $\Delta \chi^i = \chi^i \setminus \chi^{i-1}$ has $m_\Delta^i = m^i - m^{i-1}$ points. By consecutively numbering the points in $\Delta \chi^i$, and denoting the $j$th point of $\Delta \chi^i_j$ as $x^i_{j}$, the incremental interpolant in (3.7) can be represented (see [5, 24] for details)
\begin{equation}
\Delta^i(u) = m_\Delta^i \sum_{j=1}^{m_\Delta^i} \phi^j_i \cdot [u(x^i_j) - Q^{i-1}(u)(x^i_j)],
\end{equation}
where $\omega^i_j = u(x^i_{j}) - Q^{i-1}(u)(x^i_{j})$ is defined as the one-dimensional hierarchical surplus on level $i$. This is just the difference between the values of the interpolating polynomials and the function evaluated at $x^i_{j}$. From (3.11), the hierarchical sparse grid interpolant (3.8) can be rewritten as
\begin{equation}
I^{L,d}(u) = I^{L-1,d}(u) + \sum_{|i|=L} (\Delta u^i \otimes \cdots \otimes \Delta u^d)(u)
= A^{L-1,d}(u) + \sum_{|i|=L} \sum_{j \in B_i} \omega^i_j \cdot \phi^j_i(x)
= \sum_{|i|=L} \sum_{j \in B_i} \omega^i_j \cdot \phi^j_i(x),
\end{equation}
where the multi-index set $B_i$ is
\begin{equation}
B_i = \left\{ j \in \mathbb{N}^d : x^{i_k}_{j_k} \in \Delta \chi^{i_k} \text{ for } j_k = 1, \ldots, m_\Delta^{i_k}, k = 1, \ldots, d \right\},
\end{equation}
and the surpluses $\omega^i_j$ are
\begin{equation}
\omega^i_j = u(x^i_{j_1}, \ldots, x^i_{j_d}) - I^{L-1,d}(u)(x^i_{j_1}, \ldots, x^i_{j_d}).
\end{equation}
As proved in [5], for smooth functions, the hierarchical surpluses tend to zero as the interpolation level tends to infinity. On the other hand, the magnitude of the surplus is a good indicator about the smoothness of the interpolated function. In general, the larger the magnitude, the stronger the underlying discontinuity.

For a bounded box domain \( \mathcal{D} \subset \mathbb{R}^d \):

\[
\mathcal{D} = [a, b] := \Pi_{i=1}^d [a_i, b_i],
\]

we first transform it to \([-1, 1]^d\) through a simple linear transform. The corresponding sparse grid interpolation is then defined according to (3.6).

### 3.2. Hierarchical Sparse Grid Approximation of Bell-Shaped Curves.

In many nonlinear filtering problems in practical applications, the conditional target state PDF resembles a “bell-shaped” Gaussian curve or surface, if not exactly Gaussian. In such cases, standard hierarchical sparse grid interpolations may lead to large errors. This is especially the case for two or higher dimensional problems. As a demonstration, we consider a Gaussian-type function

\[
U(x) = \prod_{i=1}^d \exp \left\{ -\frac{1}{2} \left( \frac{x_i - \mu}{\sigma} \right)^2 \right\}, \quad x \in \mathbb{R}^d,
\]

where \( \mu \in \mathbb{R} \) and \( \sigma \in \mathbb{R}^+ \). From [5], we know that the \( L^2 \) error between the function \( U \) and the standard sparse grid approximation \( \bar{U} \) is

\[
\| U - \bar{U} \|_{L^2} \leq 2 \cdot \frac{\| U \|_{2,2}}{12^d} \cdot 2^{-2L} \cdot A(d, L),
\]

where \( L \in \mathbb{N}^+ \) represents the level of hierarchical sparse grid with

\[
A(d, L) = \frac{L^d}{(d-1)!} + O(k^{d-2}), \text{ and } |U|_{2,2} = \|D^2 U\|_{L^2}.
\]

It can be shown that \( |U|_{2,2} \) in (3.17) is bounded by (see [29] for detailed derivation)

\[
|U|_{2,2} \leq \frac{1}{\sigma^{1d}} (\max \{x_i - \mu\}^{2d}) \|U\|_{L^2}.
\]

We can see from the above estimate that when the constant \( \sigma \) is small, the right hand side becomes exponentially large as \( d \) increases.

Here, we consider a special case of (3.16) with \( \mu = 0 \) and \( \sigma = 0.15 \), i.e.,

\[
U(x) = \prod_{i=1}^d \exp \left( -\frac{x_i^2}{0.045} \right).
\]

Figure 1 shows the interpolation errors using the \( L_2 \)-norm for regular sparse grid approximations of \( U \). We can see that as the dimension \( d \) increases, the interpolation errors barely decrease even, though the number of interpolation points has increased significantly.
One way of alleviating this poor performance of the sparse grid interpolant when approximating bell-shaped-functions is to utilize logarithmic interpolation (see [29]), in which we take the logarithm of $U$, i.e. $V = \log(U)$, and build the approximation $\bar{V}$ using the standard sparse grid approach. Then we obtain the approximation of $U$ by $\bar{U} = e^{\bar{V}}$. Figure 2 shows the absolute interpolation errors measured in $L_2$-norm for the logarithmic sparse grid approximation of function $U$ defined in (3.19). Compared with Fig. 1, we can see from Figure 2 that the convergence is improved as the dimension increases.

A visual demonstration of the efficiency of the logarithmic sparse grid interpolation is shown in Fig. 3, where we plot the level 6 approximation for a marginal distribution of both $U$ and $\log(U)$ in $d = 4$ dimensions.
Figure 3: (a) is the $x_1x_2$-marginal surface of $U$ with $x_3 = x_4 = 0$ while (b) is its interpolate approximation obtained by applying the regular sparse grid approximation to function $U$. We can see from the Figure that the approximation is quite poor and significant oscillations occur at the bottom of the surface. On the other hand, from (d) one can see that the logarithmic interpolation approximation described above is far more accurate.

4. Hybrid approach for numerical solution of the nonlinear filtering problem. In this section we describe our hybrid numerical algorithm for the solution of the Zakai equation (2.2).

4.1. Adaptive selection of solution domains. Since the Zakai equation (2.2) is defined on the whole space $\mathbb{R}^d$, it is essential to choose a proper bounded domain to achieve an accurate numerical approximation. Motivated by importance sampling and particle filter methods, we adaptively select a hypercube at each time step according to an estimation of the density function of the solution at the next step.

In particular, let $\mathcal{R}_t$ be a partition of $[0, T]$ such that:

$$\mathcal{R}_t = \{t_n | t_n \in [0, T], t_n < t_{n+1}, n = 0, 1, \cdots, N_T - 1, t_0 = 0, t_{N_T} = T\}$$

and denote $\Delta t_n = t_{n+1} - t_n$, $n = 0, 1, \cdots, N_T - 1$. For $n = 0, 1, \cdots, N_T$, assume that $u_n$ is the numerical solution of the Zakai equation (2.2) at $t_n$. We use an importance sampling method to draw $M$ realizations according to the conditional PDF $u_n$ of the state $X_n$, denoted by $\{p_m^n\}_{m=1}^M$, where $M$ is a pre-defined positive integer. We then propagate each of these samples from time step $t_n$ to $t_{n+1}$ using the state equation in the nonlinear filtering problem.
An efficient sparse grid solution of the Zakai equation for nonlinear filtering problem

(1.1) to get $M$ updated sample points, denoted by $\{p_{n+1}^m\}_{m=1,\cdots,M}$. To complete our adaptive domain selection, we denote

$$D_{n+\frac{1}{2}} = [a_{n+\frac{1}{2}}, b_{n+\frac{1}{2}}] \subset \mathbb{R}^d$$

as the smallest hypercube containing all the samples $\{p_{n+1}^m\}_{m=1,\cdots,M}$ and $\Sigma = (\Sigma^1, \ldots, \Sigma^d)$ as the vector of marginal standard deviations of these samples. Then, for a user defined positive constant $\lambda$ we let

$$a_{n+1} = a_{n+\frac{1}{2}} - \lambda \Sigma$$

$$b_{n+1} = b_{n+\frac{1}{2}} + \lambda \Sigma$$

and finally we choose

$$D_{n+1} = [a_{n+1}, b_{n+1}]$$

as the solution domain for $u_{n+1}$.

Remark 1. The idea of the adaptive selection of solution domain $D_n$ is similar to that in the prediction step of particle filter method. As such the region $D_{n+\frac{1}{2}}$ which includes all updated samples is similar to the domain where particle filter method builds the prior PDF of the target state. In our approach, we choose a confidence region surrounding $D_{n+\frac{1}{2}}$ as our solution domain. This way, we can use a much smaller number of samples than the particle filter technique and maintain the accuracy of our approximation. In addition, our numerical experiments also indicate that this adaptive domain selection approach is more accurate at predicting the tail distribution than the particle filter method.

4.2. Splitting-up finite difference method on sparse grid. Following [2, 23, 36], the splitting-up scheme for (2.2) consists of prediction and update steps, described in Sections 4.2.1 and 4.2.2 respectively. At each time step $t_n$, we define the sampled observation $Z_n$ from the observation process $Y_t$ by

$$Z_n = \frac{Y_{n+1} - Y_n}{\Delta t_n} = \frac{1}{\Delta t_n} \left( \int_{t_n}^{t_{n+1}} h(X_s) ds + B_{t_{n+1}} - B_{t_n} \right).$$

In what follows, we denote $u_n$ to be the approximate solution for $u_t$ at $t = t_n$, $n = 0, 1, 2, \cdots, N_T$.

4.2.1. Prediction Step. In the prediction step we solve for $u_{n+\frac{1}{2}}$ from

$$u_{n+\frac{1}{2}} = u_n + L^* u_n \Delta t_n,$$  (4.3)

which is equivalent to solving the deterministic PDE, known as the Fokker Plank equation [34, 36],

$$\frac{\partial u_t}{\partial t} = L^* u_t, \quad t_n \leq t \leq t_{n+1}$$  (4.4)

with an one-step forward Euler scheme. An efficient spatial discretization technique for the Fokker-Planck equation (4.4) in the prediction step is essential to the success of the splitting-up scheme. In the one-dimensional case, a simple finite difference method to discretize the
operator \( L \) is sufficient. In a straightforward fashion, such a discretization can be extended to multi-dimensional case with use of a direct tensor product. However, the computational cost of the numerical solution based on a tensor-product approximation increases exponentially as the dimension \( d \) increases, known as the “curse of dimensionality”. To alleviate this numerical challenge and reduce the overall computational complexity, we use the sparse-grid method described in section 3 to construct a finite difference algorithm for solving (4.4).

To see this, we present the upwind finite difference method for approximating the partial differential operator \( L \) defined in (2.3) on a sparse grid. First, let \( u_0 \) be the initial value of the solution \( u \) of the Zakai equation (2.2). For a positive integer \( n \), let \( \mathcal{H}_{n+1}^{L,d} \) be the set of sparse grid points defined by (3.10) in the hypercube \( \mathcal{D}_n \) defined by (3.9). For \( n = 0, \cdots, N_T \) and \( x \in \mathcal{H}_{n+1}^{L,d} \), we approximate the first order partial derivative with given coefficient function \( \mu \in \mathbb{R}^d \) by

\[
\frac{\partial u_n}{\partial x_i}(x) \approx \alpha_i \tilde{D}_{x_i} u_n(x) = \begin{cases} 
\frac{\hat{u}_n(x + e_i h_i) - u_n(x)}{h_i} & \text{if } \mu_i \geq 0, \\
\frac{u_n(x) - \hat{u}_n(x - e_i h_i)}{h_i} & \text{if } \mu_i < 0,
\end{cases}
\]

where \( e_i \) is the unit vector in the \( i \)th coordinate direction and \( h_i \) is a properly chosen meshsize in the \( i \)th coordinate direction.

To approximate second order partial derivatives at the sparse grid point \( x \in \mathcal{H}_{n+1}^{L,d} \) with given coefficient function \( \alpha \in \mathbb{R}^{d \times d} \), we use central differences to obtain

\[
\alpha_{i,j} \frac{\partial^2 u_n}{\partial x_i \partial x_j}(x) \approx \alpha_{i,j} \tilde{D}_{x_i,x_j} u_n(x) = \alpha_{i,j} \frac{\hat{u}_n(x + e_i h_i) - 2u_n(x) + \hat{u}_n(x - e_i h_i)}{h_i^2}
\]

and

\[
\alpha_{i,j} \frac{\partial^2 u_n}{\partial x_i \partial x_j}(x) \approx \alpha_{i,j} \tilde{D}_{x_i,x_j} u_n(x) = \begin{cases} 
\frac{\alpha_{i,j}}{2 h_i} \left[ \frac{\hat{u}_n(x + e_i h_i + e_j h_j) - \hat{u}_n(x + e_i h_i)}{h_j} - \frac{\hat{u}_n(x + e_j h_j) - u_n(x)}{h_j} \right], & \text{if } \alpha_{i,j} \geq 0, \\
\frac{\alpha_{i,j}}{2 h_i} \left[ \frac{\hat{u}_n(x + e_i h_i) - \hat{u}_n(x + e_i h_i - e_j h_j)}{h_j} - \frac{\hat{u}_n(x - e_j h_j) - u_n(x - e_j h_j)}{h_j} \right], & \text{if } \alpha_{i,j} < 0.
\end{cases}
\]

With the above finite difference operators in hand, we define the finite difference approximation of the Fokker-Planck equation (4.4) on sparse grid \( \mathcal{H}_{n+1}^{L,d} \) as follows.

\[
u_{n+\frac{1}{2}}(x) = u_n(x) + L^* u_n(x) \Delta t_n, \quad x \in \mathcal{H}_{n+1}^{L,d},
\]
where
\[
L^*_n u_n(x) = \frac{1}{2} \sum_{i,j} \left\{ \frac{\partial^2 (\sigma^* s)_{i,j}}{\partial x_i \partial x_j} u_n(x) + \frac{\partial (\sigma^* s)_{i,j}}{\partial x_i} \tilde{D}_{x_i} u_n(x) + \frac{\partial (\sigma^* s)_{i,j}}{\partial x_j} \tilde{D}_{x_j} u_n(x) \\
+ (\sigma^* s)_{i,j} \tilde{D}_{x_i x_j} u_n(x) \right\} - \sum_{i=1}^d \left( \frac{\partial b^i}{\partial x_i} u_n(x) + b^i \tilde{D}_{x_i} u_n(x) \right).
\]

4.2.2. Update Step. In the update step, we use the new observation \( Z_n \) and the Bayes formula [36] to update the prior \( u_{n+\frac{1}{2}} \) to the posterior \( u_{n+1} \) as follows.

\[
(4.6) \quad u_{n+1}(x) = C_n \Psi^n(x, Z_n) u_{n+\frac{1}{2}}, \quad x \in H_{n+1}^{L,d},
\]

where \( C_n \) is a normalization factor and function \( \Psi^n \) is defined by
\[
\Psi^n(x, Z_n) = \exp \left\{ -\Delta t_n \cdot |Z_n - h(x)|^2_R \right\}.
\]

The norm \( | \cdot |_R \) is defined by \( |\alpha|^2_R = \alpha R^{-1} \alpha \), where \( R \) is the covariance matrix of \( \{ B_t, t \geq 0 \} \) in (1.1) Please see Page 2, [36] for more details. Finally following the procedure described in Section 3, we derive the logarithmic sparse grid interpolation \( u_{n+1} = u_{n+1}(x), \quad x \in \mathbb{R}^d \) using its values on the sparse grid \( H_{n+1}^{L,d} \).

We summarize our hybrid sparse grid adaptive-domain splitting-up finite difference algorithm as follows:

Step 1: Input \( u_0 \) as the initial value of the solution \( u \) of the Zakai equation (2.2).

Step 2: For \( n = 0 \cdots , N_T - 1 \),
1. Compute dynamic domain \( D_{n+1} \) for the solution \( u_{n+1} \) using the importance sampling method.
2. Generate sparse grid \( H_{n+1}^{L,d} \) on the solution domain \( D_{n+1} \).
3. Evaluate \( u_{n+1} \) on the sparse grid \( H_{n+1}^{L,d} \) by using finite difference scheme (4.5).
4. Extend the solution \( u_{n+1} \) to the whole space \( \mathbb{R}^d \) through the logarithmic sparse grid interpolation described in Section 3.

Step 3: Normalization.

Remark 2. Since we use an explicit finite difference scheme to solve equation (4.4), time step \( \Delta t_n \) must satisfy the following stability condition
\[
\max_{0 \leq n \leq N_T-1} \Delta t_n \leq \frac{1}{\sum_{i=1}^d |(\sigma^T s)_{i,i}| + |b^i|h_i}.
\]

5. Numerical Experiments. In this section, we present three numerical experiments to demonstrate the effectiveness of our new numerical algorithm, for solving nonlinear filtering problems.
Example 1. In the first example, we use a two dimensional nonlinear filtering problem to illustrate the accuracy of the selection process of the dynamic solution domain $\mathcal{D}_n$. To see this, we consider the following dynamical system

$$(5.1) \quad dX_t = (40, 2 \cdot (10t)^2)^T dt + 0.5 \, dW_t,$$

where $W_t$ is a two-dimensional Brownian Motion and the initial state is given by $X_0 = (30, 30)^T$. The observation process is given by

$$(5.2) \quad dY_t = \sqrt{(X^1_t - 20)^2 + (X^2_t)^2} \cdot dt + dB_t,$$

which measures the perturbed distance between the target state and a reference point $P = (20, 0)$, and $B_t$ is a one-dimensional Brownian motion independent of $W_t$.

In this numerical simulation, we take $T = 0.4$ and use an uniform partition in time with stepsize $\Delta t_n = 0.005$. The initial value is given by $u_0 \sim N(X_0, \Sigma)$; a normal distribution with mean $X_0$ and standard deviation $\Sigma = (1, 0.5)^T$. In the adaptive solution domain selection process, we choose the sample size $M = 500$ and the parameter $\lambda$ in (4.1) as $\lambda = 4$. Figure 4 shows the trajectory of the target state and solution domain $\mathcal{D}_n$ for $n = 1, 20, 50, 70, 80$. In Figure 5 we show solution domain $\mathcal{D}_n$ with the corresponding contour plot of target state PDF for $n = 1, 50, 80$. From this figure one can see the that solution domains are extremely accurate in approximating the high density area of $u_n$. 

Figure 4: Target Trajectory and Adaptive Solution Domain. The red curve shows the real target state. The blue points are actual states of the target and the blue boxes are the corresponding solution domains.
Figure 5: Target state PDF at time step: (a) n=1; (b) n=50; (c)=80; in the corresponding solution domain
Example 2. In this example, we consider the following nonlinear filtering problem:

\[
\begin{align*}
    dX_t &= \left(10, 6 \cdot (\sin X_t^1 + 2)\right)^T dt + dW_t, \quad \text{(state)} \\
    dY_t &= (X_t^1, X_t^2)^T dt + dB_t. \quad \text{(observation)}
\end{align*}
\]

(a) Signal trajectory: Example 2

(b) Comparison of estimated mean of the target state between particle filter and sparse grid Zakai filter

Figure 6
In this numerical experiment, we let $T = 0.5$ and use a uniform partition in time with stepsize $\Delta t_n = 0.01$. An example of the signal trajectory is shown in figure 6a. The initial value is given by $x_0 \sim N(X_0, \Sigma)$; a normal distribution with mean $X_0 = (2, 0)^T$ and standard deviation $\Sigma = (0.5, 0.5)^T$. We also choose the hierarchical sparse grid level as $L = 6$. In the adaptive solution domain selection process, the sample size and parameter $\lambda$ are given by $M = 500$ and $\lambda = 4$, respectively.

Figure 6b shows the comparison of the estimated values of the target state between the particle filter and sparse grid Zakai filter. In the particle filter simulation, we use 8000 particles to represent the PDF of the target state. The black dashed line shows the trajectory of the real target state, the red triangles and blue dots show the estimate target state (the mean of the estimate posterior PDF) obtained by using the particle filter and the Zakai filter respectively. As we can see from Figure 6b, our hybrid approach is more accurate than the PFM for a longer period of time.

To further examine the performance of the hybrid sparse grid Zakai filter method, in Figure 7a and Figure 7b we plot the marginal probability density functions at time $T = 0.5$, obtained by using the particle filter and our hybrid with respect to $xy$-coordinates. From the plots we observe that the convergence of the particle filter as the particle size increases. Moreover, the PDE obtained by our hybrid sparse grid Zakai filter is very close to the one obtained by the particle filter with 160,000 particles. However, in table 1 we can see that with 160,000 particles the particle filter is far more costly in terms of CPU time than our method. Finally, we also show the confidence bands in Figure 8. The blue dashed curves show the real target trajectory with respect to $xy$-coordinates, respectively, the red curves represent the estimate of posterior means, and the green dashed curves represent the estimated 95% confidence bands.

Example 3. In this example, we consider the following “bearing-only” tracking problem given by:

$$dX_t = b dt + \sigma dW_t,$$

where $X_t = (x, y, u, v)^T$ is a four-dimensional vector which models the movement of a target ship sailing on the sea plane ($x-y$ plane). Here $(x, y)$ and $(u, v)$ are the position and velocity

### Table 1: Comparison of computing costs

<table>
<thead>
<tr>
<th>Particle filter</th>
<th>CPU time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,000 particles</td>
<td>1.49</td>
</tr>
<tr>
<td>8,000 particles</td>
<td>32.67</td>
</tr>
<tr>
<td>40,000 particles</td>
<td>516.91</td>
</tr>
<tr>
<td>160,000 particles</td>
<td>7622.29</td>
</tr>
<tr>
<td>Sparse grid Zakai filter</td>
<td>20.45</td>
</tr>
</tbody>
</table>
components respectively, the vector $b = (u, v, 0, 0)^T$, the covariance matrix $\sigma^2$ is defined by

$$
\sigma^2 = \begin{pmatrix}
\sigma_1^2 & 0 & 0 & 0 \\
0 & \sigma_2^2 & 0 & 0 \\
0 & 0 & \sigma_3^2 & 0 \\
0 & 0 & 0 & \sigma_4^2
\end{pmatrix},
$$

and $W_t$ is a four-dimensional Brownian motion. To estimate the target state, a passive sonar is located on an observation ship, denoted “ownship”. The observation process is given by:

$$
dY_t = h(X_t)dt + dB_t,
$$
Figure 8: Sparse grid Zakai filter estimate of posterior mean with 95% probability region. 
(a) Estimate of posterior mean and 95% probability region: X-coordinate
(b) Estimate of posterior mean and 95% probability region: Y-coordinate

Figure 9: Bearing-only tracking

where the observation function $h$ is the angle

$$h(X_t) = \arctan\left(\frac{y_t - y_t^{obs}}{x_t - x_t^{obs}}\right),$$
and $B_t$ is a one-dimensional Brownian motion independent from $W_t$. Here, $X_t^{\text{obs}} = (x_{\text{obs}}, y_{\text{obs}})^T$ describes the movement of the ownship given by $dX_t^{\text{obs}} = b_{\text{obs}} \, dt$.

![Figure 10: Comparison of estimated mean of the target state between particle filter and sparse grid Zakai filter](image)

In the numerical simulations, we choose $\sigma_1 = \sigma_2 = 0.75$, $\sigma_3 = \sigma_4 = 0.05$ in (5.5) and $b_{\text{obs}} = (8, 0)^T$; thus the movement of the ownship is along the $Y$-axis with a constant speed. In addition, we set $T = 1$, the time partition $\Delta t_n = 0.005$, initial target state $X_0 = (2, 8, 20, 8)^T$, and the initial PDF of the target state $N(\bar{X}, \Sigma)$, where $\bar{X} = (3, 9, 19.8, 7.9)^T$ and $\Sigma = (0.75, 0.75, 0.5, 0.25)^T$.

The target-observer plane ($x - y$ plane) is illustrated in Figure 9. The red dot shows the initial position of the target ship while the blue triangle shows the initial position of our ownship. The dashed red curve gives a possible trajectory of the target ship and the blue arrow describes the movement of our ownship.

Figure 10 shows the comparison of the estimated mean values of the relative target position with respect to the ownship, in the target-observer plane. For the sparse grid Zakai filter, we let the hierarchical level $L = 6$ and for the adaptive solution domain selection process, we set $M = 1,000$ and $\lambda = 4$. The estimate for the particle filter is obtained by using 160,000 particles. The actual trajectory of the target position relative to our ownship is given by the black curve. The red curve and blue curve show the estimate target state (the mean of the estimate posterior PDF) obtained by using the particle filter and the Zakai filter respectively. We can see from Figure 10 that our hybrid sparse grid Zakai filter yields similar estimate results compared with the particle filter with 160,000 particles.
In Figure 11 we compare the marginal probability distribution functions at time $T = 1$ with respect to $xy$ coordinates using our hybrid sparse grid Zakai filter with the particle filter. Similar to Example 2, we see that the convergence of the particle filter with the particle size 160,000 to the approximate PDE is very close to the approximate PDE obtained by the hybrid sparse grid Zakai filter. In table 2, we show the comparison of computational from which one can see that the particle filter with 160,000 particles takes 60 times more computing time to achieve a similar PDF. We also plot the confidence curves in Figure 11 for further examination of the performance of sparse grid Zakai filter. The blue dashed curves show the real target trajectory with respect to $xy$ coordinates. The red curves represent the estimate
of posterior means, and the green dashed curves give the estimate 95\% confidence curves (±2 times of the estimated standard deviation).
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Table 2: Comparison of computing costs

<table>
<thead>
<tr>
<th></th>
<th>CPU time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20,000 particles</td>
<td>554.24</td>
</tr>
<tr>
<td>40,000 particles</td>
<td>1976.39</td>
</tr>
<tr>
<td>80,000 particles</td>
<td>7702.57</td>
</tr>
<tr>
<td>160,000 particles</td>
<td>32380.38</td>
</tr>
<tr>
<td>Sparse grid Zakai filter</td>
<td>587.14</td>
</tr>
</tbody>
</table>


