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Abstract: Descriptions of wildlife science often inadequately treat the interrelation of theory, formal logic,
and data analysis that define scientific methods in the investigation of causal hypotheses. I provide 2 definitions
for causation, and describe scientific methods in terms of theory, causal hypotheses, and the comparison of
testable predictions against experimental and/or field data. Hypothesis assessment is developed with principles
of logical inference, emphasizing differences in the burden of proof for hypothesis confirmation and rejection.
Inductive logic and statistical inference are emphasized in the identification and testing of hypotheses. This
framework is illustrated by means of the comparison of additive and compensatory hypotheses relating harvest

and annual mortality.
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However varied the practice of wildlife sci-
ence, a common feature is the comparison of
predictions, deduced from biological hypothe-
ses, with data collected pursuant to the com-
parison. Much has been written about the test-
ing of biological/ecological hypotheses (Romes-
burg 1981, Hurlbert 1984, Peters 1991), and
specifically about sampling designs and statisti-
cal inferences for hypothesis testing (Green
1979, Hairston 1989, Skalski and Robson 1992).
However, much of this documentation has fo-
cused on characterizing biological hypotheses in
terms of statistical distributions, and on inves-
tigating distribution attributes with sample data

Brownie et al. 1985, Burnham et al. 1987, Le-
breton et al. 1992). Left undeveloped is an ex-
position of how these activities fit into a broader
context of theory, logic, and data analysis that is
definitive of scientific methodology. Thus, the
objective of this paper is to provide a biological
zontext for scientific methodology, and in so do-
ng to clarify the respective roles of theory de-
~elopment, statistical inference, and the struc-
—ires of formal logic in wildlife science.

Causation in Wildlife Science

Whatever else it is, science is about the iden-
—Scation and confirmation of causes for ob-
s=rved phenomena, where by “cause” is meant
: zeneric explanation of patterns observed for a
z_sss of phenomena. The explanatory power of
= cause results from the ability to entail many,
.<ten apparently disparate, phenomena under
= rubric. Causes are recognized as “explana-
" in the context of a scientific theory of
=Zich they are components, the theory itself

consisting of relatively few causal factors entail-
ing a wide range of phenomena.

More formally, causation can be described in
terms of antecedent conditions, consequent ef-
fects, and a rule of correspondence for their
conjoint occurrence. In wildlife biology the “ef-
fect” of a cause typically is a biological event
(e.g., mortality, growth, population change) that
occurs subsequent to the occurrence of some
prior condition. Provided the joint occurrence
of the prior condition and the subsequent event
meet certain theoretical and logical require-
ments, the prior condition is held to be the
cause of the event.

The causal linkage between a prior condition
and a subsequent effect can be described in
terms of the logic of material implication (Copi
1982). The expression A—B describing mnaterial
implication is taken to mean that affirmation of
the premiss A implies affirmation of the conclu-
sion B. However, material implication is silent
about the affirmation of A given that B is af-
firmed. More formally, material implication es-
tablishes the equivalence of A—B with the as-
sertion that either A is false or B is true. Thus,
one can look to the premiss of A5B to confirm
its conclusion, but one cannot look to the con-
clusion of A—B to confirm its premiss.

The concept of causation in scientific enquiry
is informed by the logic of material implication,
by identifying cause (C) and effect (E) as either
premiss or conclusion. Two distinct definitions
of causation can be identified.

Necessary Causation: E5C.—In this case an
effect E points to a presumptive cause C, in that
the occurrence of the effect guarantees the oc-
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currence of condition C. A logically equivalent
argument is ~C-—~E, i.e., the non-occurrence
of C guarantees the non-occurrence of the ef-
fect (the symbol ~ in this expression is used to
indicate logical negation, so that ~C, which is
read “not C,” means that the truth of C is ne-
gated). Thus, necessary causation asserts that
the absence of an effect follows from the ab-
sence of the cause. However, it is silent about
effect E in the presence of C. Examples of nec-
essary causation might include: light as a cause
of photosynthesis; smoking as a cause of certain
forms of lung cancer; ingestion of lead shot as
a cause of lead toxicosis in waterfowl; grazing
by domestic herbivores as a cause of rangeland
degradation; and salmonella bacteria as a cause
of typhoid fever. In each example the effect may
or may not be present when the presumptive
cause occurs; however, the effect is held to be
absent when the cause is missing.

Sufficient Causation: C—E.—In this case the
presumptive cause C points to the effect E, in
that the occurrence of condition C guarantees
the occurrence of the effect. Thus, sufficient
causation asserts that the occurrence of an ef-
fect follows from the presence of condition C.
However, it is silent about the effect in the ab-
sence of C. Sufficient causation might underlie
an argument that heat causes fluid dynamics;
that a low level of ambient oxygen during res-
piration causes the production of lactic acid;
that oxygenation of pig iron under high pressure
causes the production of steel; that drought
causes physiological stress in non-succulent
plants; that competition causes population size
to be reduced to levels below an environmental
carrying capacity. In these examples the pres-
ence of the cause is held to ensure the presence
of the effect; however, the effect may or may
not be present in the absence of the cause.

Sufficient causation is a logically stronger def-
inition than necessary causation, in that neces-
sary causation specifies C as one condition (pos-
sibly among many) that must be present to en-
sure the occurrence of an effect, whereas suf-
ficient causation specifies that C alone ensures
its occurrence. An otherwise necessary cause
can be recognized as sufficient by restricting the
range of conditions in which it is operative.
Thus, a concentrated source of heat (e.g., a
lighted match) is a necessary cause of combus-
tion, but a heat source in the presence of com-
bustible material in a cool, dry oxygenated en-
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vironment becomes a sufficient cause (under
these conditions).

The importance of maintaining a clear dis-
tincton between necessary and sufficient cau-
sation can be illustrated by the controversy
about smoking as a potential cause of lung can-
cer. Advocates for restricting the advertisement
and sale of tobacco products base their argu-
ments on the strong statistical association be-
tween tobacco use and the occurrence of lung
cancer, wherein the great majority of lung can-
cer victims in the United States also have a his-
tory of smoking. On the other hand, opponents
of tobacco restrictions have argued repeatedly
that the association between smoking and lung
cancer is not causal, and cite as evidence the
fact that a majority of smokers in the United
States do not have lung cancer. Clearly, these
conflicting positions (and different assessments
of evidence) point to inconsistent uses of the
concept of causation. Apparently advocates of
tobacco restrictions assume necessary causation,
such that a history of tobacco use is inferred
from the occurrence of lung cancer. Evidence
for smoking as a necessary cause of lung cancer
focuses on the fact that lung cancer victims
overwhelmingly have a history of smoking, and
a key implication is that the avoidance of smok-
ing implies the near absence of lung cancer. On
the other hand, opponents of tobacco restric-
tions appear to use sufficient causation, wherein
smoking should lead to the occurrence of can-
cer. By implication, the absence of cancer
therefore should imply the absence of smoking,
which is inconsistent with the fact that the over-
whelming proportion of smokers have no record
of lung cancer. Hence, tobacco is held not to
be a cause of lung cancer by opponents of to-
bacco restrictions. Given the inconsistent uses
of causation, it is not surprising that the contro-
versy between advocates and opponents of to-
bacco restrictions has not been amenable to
data-based resolution. Indeed, the evidence
likely will continue to indicate that tobacco use
is simultaneously a cause of lung cancer (in the
necessary sense) and not a cause of lung cancer
(in the sufficient sense).

Approaches to the Investigation of
Causes in Wildlife Science

A definition of cause as necessary often ap-
plies to the control of unwanted effects, where-
by the elimination of an effect (e.g., typhoid fe-

ver) is assured by the elimination of the cause
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{e.g., destruction of salmonella bacilli through
sterilization). Scientific investigation thus in-
volves a search for conditions that are predictive
of the non-occurrence of an effect of concern.
Necessary causation often is implied in wildlife
biology when bhiclogical effects in the presence
of a particular condition are attenuated by the
restriction or removal of the condition. A par-
ticular example is duck nest predation as a pre-
sumptive (necessary) cause of reproductive fail-
ure in cultivated prairie lands under non-
drought conditions. The implication is that re-
ducing predation will reduce reproductive fail-
ure.

On the other hand, a definition of cause as
sufficient applies to causes (e.g., drought) that
guarantee an effect (e.g., physiological stress in
plants). Scientific investigation in this case in-
volves the search for conditions that are predic-
five of the occurrence of an effect. Sufficient
causation is implied in wildlife biology when the
mnfluence of a prior condition is both direct and
zdequate to produce an effect of concern. A
relevant example is the investigation of sport
aunting as a potential cause of declining water-
zowl population trends. Thus, heavy hunting
oressure is hypothesized to reduce survival and
Jepress population levels, recognizing that pop-
-“ation declines can occur even in the absence
-1 hunting.

Scientific Methods

A useful context for scientific method in-
- alves scientific investigation both before and

Taring a period when it is guided by a recog-
=-zed theoretical framework. Thus, in its early
sages, scientific activity consists of observation
c=ded primarily by intuition, tradition, guess-
-ork, and perceived pattern. Its function ini-
=:ly is to organize observations into coherent
zzzegories, to explore these observations for pat-
ns, and to describe the patterns clearly. The
=-acess of recognizing the underlying causes of
“terns comes as the scientific discipline ma-
—:-=s, and a set of relations is formulated that
z== accepted as “explanatory.” These relations
| = sometimes called a theoretical paradigm or,
| —:e briefly, a theory (Kuhn 1970).

A standard for the operation of science, in-
=:Jing wildlife science, involves a comparison
¢ theoretically based predictions against data,
ignizing that a match between data and pre-
. —oon provides evidence of hypothesis confir-
. T:—on, and the lack of such a match discon-
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firms a hypothesis (Hempel 1965). A somewhat
more detailed treatment includes the following
5 elements:

Theory.—First, explicit statement of a rele-
vant theory is necessary, or at least the refer-
ence to it is necessary. The theory is expressed
in terms of the axioms, postulates, theoretical
constructs, and causal relations among con-
structs that constitute the corpus of the theory.
This corpus, involving such biological elements
as genetics, taxonomy, evolutionary principles,
and ecological relations (Hull 1974), is opera-
tionally accepted as verified and true. A theory
is noted in what follows by {T}.

Every scientific discipline is founded on an
operational theory, which provides a conceptual
framework through which the world is observed
and facts about the world are discerned. Broad-
ly recognized examples might include the the-
ory of relativity, electromagnetic field theory,
the theory of plate techtonics in geology, ther-
modynamic theory, and the theory of evolution
by natural selection. An operational theory al-
lows one to recognize patterns among appar-
ently disparate phenomena, and to explain re-
lations among them. It also is the foundation
for hypothesis formulation, prediction, and test-
ing. In short, a theory is essential to the conduct
of scientific investigation.

Hypotheses.—Second, a hypothesis that is
relevant to the theory is identified, often
through field or laboratory observations that ap-
pear to be anomalies to the theory, i.e., that
appear not to be explained adequately by the
theory as it currently is understood. A hypoth-
esis, denoted here by H, asserts a claim about
relations among components of the theory, or
about relations of these components to ob-
served reality, or about relations among entities
in the observed world that are presumed to fol-
low from the hypothesis. An example of the first
kind of claim might be the recognition that one
component of the theory entails another; an ex-
ample of the second kind is the predicted ex-
istence of heretofore unrecognized sociobiol-
ogical patterns; and an example of the third
kind are the dynamics of dispersal following
certain kinds of environmental disruption. I em-
phasize in what follows the investigation of
causal hypotheses, involving antecedent condi-
tions and consequent effects that are identified
in a theoretical context.

A hypothesis is recognized as potentially true
or false. When added to a theory, it renders the
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theory potentially inconsistent, or potentially
false. In what follows an amended theory is des-
ignated by {T}+H, to indicate that H is included
as one of the elements defining the amended
theory. This notation suggests an attendant in-
crease in theory complexity. Alternatively, H can
replace a particular hypothesis H, within the
body of the theory. This is designated by
{Tp}+H, where {Ty}+H, represents the theory
before amendment. Scientific investigation then
becomes a comparison of the relative explana-
tory power of the 2 theoretical constructs
{To}+Hy and {To}+H. To simplify notation I will
use {T}+H to represent both the appending of
H to{T} and the replacement of Hy in {T} by H.
Predictions.—Third, potentially observable
conclusions are deduced from the amended
theory. These follow from logical relations in-
herent in the amended theory, or they are de-
rived from relations between the amended the-
ory and observed reality. The derivation of pre-
dictions is designated by {T}+H—F, where P
represents a prediction and the arrow indicates
logical inference. The notion here is that the
addition of H to {T} allows for inferences that
otherwise would not follow from {T} in the ab-
sence of H. At least some of these inferences
are testable, in that they predict observable
phenomena that potentially are verifiable with
field or experimental data. The key here is that
P consists of potentially observable predictions.
Observations.—Fourth, field or experimental
data are collected that are pertinent to the pre-
dictions. The investigator’s attention is directed
to these data by the amended theory, which is
used as above to derive predictions for which
the data are relevant. Field and/or experimental
data, designated by O for observation, are es-
sential components by which the amended the-
ory is to be evaluated. Key to successful data
collection are statistically sound surveys, exper-
iments, and other data collection instruments.
Comparison of Predictions against Data.—
Fifth, predictions from the amended theory are
compared to observations O from the field or
laboratory. This comparison is used to deter-
mine the acceptability of the amended theory
and hence the acceptability of the hypothesis H.
If O conforms to P, i.e, if the predicted results
of {T}+H are in fact observed, then the inves-
tigation provides evidence to confirm H. If O
does not conform to P, then the evidence dis-
confirms H. Statistical testing procedures play a
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crucial role in the process of hypothesis confir-
mation.

An ideal approach to scientific investigation
consists of repeated applications of this se-
quence across all levels of investigation. Thus.
alternative hypotheses often are part of a study
design, wherein 2 or more hypotheses may be
considered as alternatives for theory amend-
ment. For a given hypothesis H, numerous pre-
dictions may be identified, each worthy of field
investigation. For each prediction P, data from
several different field and laboratory studies
may be appropriate. In addition, studies involv-
ing the same hypothesis, the same prediction,
and the same kind of data collection often are
repeated numerous times, to add to the
strength of evidence for confirmation or discon-
firmation.

Additive and Compensatory Mortality

To illustrate the process of scientific investi-
gation, consider a wildlife species that is ex-
posed annually to sport hunting. A traditional
concern in game management is the effect of
harvest on future population status, and in par-
ticular the effect of harvest on annual survival.
Two competing hypotheses have been identi-
fied: (1) The hypothesis of additive mortality as-
serts that harvest is additive to other forms of
mortality such as disease and predation. Under
this hypothesis the annual mortality rate in-
creases approximately linearly in response to in-
creases in harvest rate. (2) The hypothesis of
compensatory mortality asserts that harvest
mortality may be compensated by correspond-
ing changes in other sources of mortality. Thus,
increases in harvest rate have no effect (up to
some critical level ¢ of harvest) on the annual
mortality rate. In the standard formulation of
the compensatory hypothesis, harvest rates be-
yond ¢ result in an approximately linear increase
in annual mortality. Refer to Anderson and
Burnham (1976) and U.S. Fish and Wildlife
Service (1988) for a more complete develop-
ment.

The compensatory and additive hypotheses
provide a convenient point of reference for the
process of scientific investigation. Research on
the effect of hunting is conducted in the context
of a theory of population dynamics recognizing
structural, functional, and dynamic characteris-
tics of wildlife populations in an ecosystem of
interrelated organisms and abiotic processes.
Elements of the theory involve reproduction,
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survival, and migration as influenced by such
factors as interspecific interactions, physiologi-
cal condition, behavioral adaptations, and sea-
sonal habitat conditions. The edifice of con-
cepts, relations, axioms, and terms relating to
wildlife populations constitutes the scientific
paradigm of population biology (see Baldassarre
and Bolen 1994 for rev. of waterfowl population
biology). It is in the context of this paradigm
that the relation between mortality and harvest
rate can be investigated.

The investigation proceeds with deduction of
testable predictions, following from inclusion in
the paradigm of the compensatory and additive
aypotheses. Three general predictions can be
recognized for waterfowl populations (Nichols
=t al. 1984):

(1) The compensatory mortality hypothesis
leads to a prediction that there is no re-
lation between survival rate and hunting
mortality, so long as harvest rate is less
than the critical value defined in the hy-
pothesis. On the other hand, the additive
mortality hypothesis suggests that there is
negative relation between survival rate
and hunting mortality over the whole
range of potential harvest rates.

2) Under reasonable conditions, the com-
pensatory mortality hypothesis leads to a
prediction that there is a negative rela-
tion between hunting mortality (during
the hunting season) and nonhunting mor-
tality rates (during and after the hunting
season). The additive mortality hypothe-
sis leads to a prediction that there is no
such relation.

31 The compensatory mortality hypothesis
leads to a prediction that there is a pos-
itive relation between nonhunting mor-
tality rate and population size or density
at some time in the year. In many cir-
cumstances nonhunting mortality after
the hunting season should be positively
related to population size at the end of
the hunting season. The additive mortal-
ity hypothesis leads to a prediction that
there is no relation between nonhunting
mortality and population size.

Tzese predictions differ considerably in the
to which they represent explanatory
of population dynamics, and the diffi-
-with which data can be collected and used
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1990). Indeed, it always is an outstanding chal-
lenge in scientific investigation to devise ways
of collecting data that are pertinent to testable
predictions. In this particular case population
surveys (Thompson 1992), radiotelemetry
(White and Garrott 1990), mark-recapture pro-
cedures (Nichols 1992), banding studies (Brown-
ie et al. 1985) and other field procedures can
provide valuable data by which to test the pre-
dictions. Such studies can be replicated at dif-
ferent times and different locations, under a va-
riety of different field conditions and different
harvest strategies, with a focus on one or any
combination of the predictions listed above.
Each study adds evidence by which investiga-
tors can confirm or disconfirm the hypotheses.
Replication and redundancy of this kind play an
important role in preventing unwarranted gen-
eralizations of study results.

Hypothesis Confirmation

The logic of hypothesis confirmation can be
expressed in general terms by means of material
implication. The process is denoted by

(TY +H—> P {T"+H—>P
O — ~P O—>P
1 {n or (2) {T}
o °o
~H H

In these formulations the first premiss asserts
that prediction P is a consequent of an amended
theory, as described above. The second essen-
tially asserts that P is disconfirmed by observa-
tion (argument 1) or that P is confirmed by ob-
servation (argument 2). The third premiss as-
serts the truth of theory {T}, and the fourth rep-
resents the observed data O. A horizontal line
separates the argument’s premisses and evi-
dence from its conclusion, which is stated on
the last line. Again, the symbol ~ in argument
(1) is used to indicate logical negation, so that
the expression O—~P means “the truth of O
implies that P is false” (i.e., the observation in-
dicates that the prediction is incorrect).

Though the 2 arguments above appear to be
analogous in their forms, there is a crucial asym-
metry in their logical content. Argument (1) is
an example of the syllogistic form modus tollens
(Copi 1982), wherein rejection of the conclu-
sion in an argument of material implication im-
plies rejection of the premiss:
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A—-B
~B
~A

(Copi 1982). Applying modus tollens to the sci-
entific argument above, the observations O do
not correspond to what was predicted; thus,
O—~P in the second line of the argument. But
~P implies ~{T}+H from the first line of the
argument, which in turn implies either {T} or H
(or both) is untrue. Since {T} is assumed in the
third line of the argument to be a confirmed
and operational theory, this leaves the falsity of
H as a conclusion of the argument. Hence the
conclusion ~H. Simply put, this argument
states that evidence contrary to a hypothesis is
logically sufficient to disconfirm the hypothesis.

In contrast, argument (2) above has a very
different logical content. Here the assertion is
of the form

A—-B
B

~A

Thus, the evidence O in argument (2) confirms
prediction P, the consequent of {T}+H—PF. The
confirmation of P in turn is held to confirm the
amended theory {T}+H. Since {T}+H is held to
be true, the component H in particular is pre-
sumed to be confirmed. This argument is com-
mon in scientific investigation, and dominates
most of the research in wildlife biology. Unfor-
tunately, it is logically invalid. Thus, the confir-
mation of P and the truth of {T}+H-—P cannot
be used to assert the truth of H. Simply put,
evidence supporting a hypothesis is logically in-
sufficient to confirm that hypothesis: other fac-
tors than H might well lead to the prediction P,
independent of the truth or falsity of H. The
fallacy of affirming the premiss of an implica-
tion based on its conclusion is an example of
the fallacy of false cause known as affirming the
consequent (Copi 1982).

Scientific investigation thus faces an asym-
metry in the confirmatory role of experimental
or field evidence. On the one hand, a hypothesis
can be disconfirmed by evidence contrary to
prediction; on the other, a hypothesis cannot be
(logically) confirmed by evidence supporting
prediction. It is in the context of this asymmetry
that scientific hypotheses are Leld by some to
be meaningful only if they are theoretically
amenable to disconfirmation (Popper 1959).
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The fallacy of false cause can be avoided in
argument (2) only if the prediction P can arise
in no other way than by the truth of H, i.e., only
when P and H have the same truth content (if
H is true, P is also; if H is false, P is also). Under
this much more restrictive condition the prop-
osition {T}+H—P is replaced by {T}+H&P,
where the arrow pointing in both directions
means that P can serve either as premiss or con-
clusion in material implication. Thus, to avoid
the fallacy of false cause all alternative hypoth-
eses must be eliminated either through experi-
mental design or otherwise must be identified,
investigated, and rejected, so that by process of
elimination only the hypothesis H remains as an
explanation of a confirmed prediction P Hy-
pothesis confirmation through the elimination
of alternatives was termed “strong inference” in
an important paper by Platt (1964). Although
relatively simple in concept, such an approach
obviously requires thorough field observations
as well as careful analysis to identify and prop-
erly examine all reasonable alternative hypoth-
eses.

Inductive Logic and Statistical Inference

Inductive as well as deductive logic is re-
quired for hypothesis confirmation in wildlife
science. That inductive logic is an essential fea-
ture of scientific enquiry is seen in the identi-
fication of hypothesized biological mechanisms,
as well as the testing of these hypotheses with
data. Indeed, a key activity in scientific enquiry
is to identify, from a limited set of observations,
hypotheses that explain more than the particu-
lar observations giving rise to them. Thus, a lim-
ited body of data generates possible explana-
tions for their occurrence, and these are folded
as hypotheses into an extant body of theory for
elaboration and testing with additional obser-
vations. Because any particular set of data con-
stitutes only a subset of all possible observations
that could be used, testing procedures are de-
signed to be robust to inherent variation in the
evidence.

The formulation and testing of scientific hy-
potheses, based on only a partial record of po-
tentially relevant observations, renders the
practice of science inductive. Simply put, causal
mechanisms are asserted to hold for a general
class of phenomena, based on examination of
only limited observations from that class. The
inductive nature of the process inevitably gives
rise to the possibility of incorrect inference, and
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necessitates the conservative rules of scientific
and statistical inference that have been devel-
oped to accommodate, and protect against, such
a possibility.

Statistical procedures are involved in hypoth-
esis testing at the point at which data are col-
lected and subsequently used for comparison
against predictions. The principles of survey
and experimental design serve to improve the
efficiency of data collection, and to ensure that
the data are relevant and useful in the investi-
gation of predicted responses. Subsequent to
data collection, procedures for statistical infer-
ence play a key role in determining whether the
predicted responses are supported by the data.
A correspondence between data and predic-
tions provides evidence for hypothesis confir-
mation, and the lack of a correspondence leads
to hypothesis rejection.

Statistical testing procedures typically are
framed in terms of mutually exclusive and ex-
haustive “null” and “alternate” hypotheses
(Mood et al. 1974). By null hypothesis usually
is meant (1) an assertion of extant theory that
includes an accepted, sometimes simplified,
form of some relevant biological relation, or (2)
a biological relation per se, to be considered for
replacement in favor of an alternate hypothesis.
By alternate hypothesis is usually meant a log-
ically distinct, sometimes more complex, and of-
ten more appealing biological relation that po-
tentially can replace a particular null hypothesis.

The mechanics of statistical testing involve
the matching of observed evidence against pre-
dictions based on the null and alternate hypoth-
eses, with the idea that both hypotheses cannot
be true, but one must be. Thus, rejection of the
alternate hypothesis leads automatically to ac-
ceptance of the null hypothesis as its only al-
ternative. Several benefits accrue to the framing
of test procedures in this manner. First, one re-
tains the logical consistency afforded by modus
tollens, whereby hypothesis rejection is inferred
logically from the disconfirmation of a predicted
response. For example, a lack of supporting ev-
idence for predictions based on the additive
mortality hypothesis leads to its rejection. Sec-
ond, disconfirmation of predicted responses
based on the alternate hypothesis leads auto-
matically to acceptance of the null hypothesis.
Thus, the rejection of the additive mortality hy-
pothesis leads to the acceptance of the com-
pensatory mortality hypothesis. Third, confir-
mation of predictions based on an alternate hy-
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pothesis leads automatically to rejection of the
null hypothesis, and therefore to acceptance of
the alternate hypothesis. Thus, confirmatory ev-
idence for the additive mortality hypothesis
leads to rejection of the compensatory mortality
hypothesis and to acceptance of the additive hy-
pothesis. In this case the test discriminates
cleanly between hypotheses irrespective of test
results, and thereby avoids the fallacy of false
cause.

Although they appear to be analogous, accep-
tance/rejection of the null and alternate hypoth-
eses suffer disproportionate burdens of evi-
dence. Indeed, the use of statistical procedures
in hypothesis testing expresses an asymietry
that parallels that of syllogistic logic, based on
a requirement that evidence must be quite
strong to reject a null hypothesis in favor of the
alternate. Thus, testing procedures express a
scientific conservatism in which amendment of
an extant theory, or acceptance of a favored al-
ternate hypothesis, is to be discouraged without
strong evidence that it is warranted. In this
sense the asymmetry in statistical testing is anal-
ogous to that of logical inference, whereby hy-
pothesis confirmation accrues only through a
preponderance of evidence, in striking contrast
with the relatively modest evidentiary require-
ments for hypothesis disconfirmation.

Complementary Hypotheses

Scientific methodology is framed above in
terms of hypotheses about alternative mecha-
nisms for an effect of interest, with the idea that
only a single hypothesis is operative. Thus, one
or more hypothesized mechanisms are consid-
ered as potentially explanatory, with repeated
use of scientific methodology ultimately identi-
fying the appropriate hypothesis. An underlying
assumption is that there is only a single “appro-
priate” hypothesis, and that other hypothesized
mechanisms under consideration will be found
to be inadequate through proper use of scien-
tific methodology.

Although this scenario no doubt applies to
causal mechanisms in many disciplines, it fails
to apply to many interesting problems in wild-
life biology and ecology. In fact, wildlife science
is replete with examples of complementary fac-
tors interacting in complex ways to produce ob-
served effects. For example, it often is less a
question of whether interspecific competition,
predation, or habitat degradation can be viewed
as the cause of declines in a wildlife population,
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but rather the contribution each factor makes
in the declines. In this case all factors may be
operating simultaneously, playing important but
unequal roles in influencing population dynam-
ics.

That issues involving simultaneous comple-
mentary factors arise frequently in wildlife bi-
ology is indicative of the complexity of the bi-
ological systems under investigation. Physical,
ecological, and thermodynamic processes si-
multaneously influence these systems in a com-
plicated network of interactions among popu-
lations and the communities and environments
of which they are a part. A natural outgrowth
of such complexity is the framing of many sci-
entifically interesting issues about cause and ef-
fect in terms of the relative contribution of mul-
tiple causal factors (Quinn and Dunham 1984).
A useful approach then may involve the esti-
mation of parameters measuring the level of
factor influence, based on statistical estimation
procedures.

DISCUSSION

Some researchers believe too much emphasis
is placed on hypothesis testing as a signature
feature of scientific methodology (Quinn and
Dunham 1984, Loehle 1987). Indeed, many sci-
entifically interesting questions, notably those
involving the estimation of parameters such as
abundance, location, and proportionate influ-
ence, can be handled conveniently outside the
context of hypothesis testing. However, even in
these cases the subject of scientific investigation
concerns identification and/or parameterization
of theoretically based relations. It is unclear
how such relations can be recognized, or how
assessed, separate from a foundation of theory.

Hypothesis testing per se is actually the test-
ing of both the hypothesis and the theory it
amends. This can be seen in the arguments for
hypothesis confirmation presented above. Thus,
the rejection of predicted response P leads to
rejection of the theory {T} as amended by hy-
pothesis H. The argument above concluded that
because the theory was assumed to be true, the
hypothesis was necessarily false. Of course, it is
always possible that the theory itself is false and
the hypothesis is true (or both are false). In-
deed, the history of science contains many ex-
amples of accepted theories that were shown
eventually to be false (Kuhn 1970). This ambi-
guity likely is an inevitable consequence of sci-
entific methodology, whereby theories are con-
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stantly subjected to amendment and revision
through the examination of hypotheses.

Scientific methodology as described above in-
volves theory amendment either by the addition
of hypotheses to a theory, or by the replacement
of one hypothesis by another. Standard prac-
tices of statistical testing fit well with the latter
description, primarily because they are framed
in terms of the comparison of null and alternate
hypotheses. Two exceptions to this framework
should be mentioned. First, it sometimes is the
case that of 2 hypotheses under consideration,
neither is easily recognizable as established, and
there is a question about which hypothesis is to
be identified as the null hypothesis and which
as alternate. The decision is obviously of some
operational consequence, because of the differ-
ential burden of evidence for null and alternate
hypotheses. Under such circumstances non-
scientific criteria, involving potential costs and
benefits of hypothesis acceptance, often influ-
ence the decision. When this occurs it is im-
portant to recognize, and acknowledge, that the
investigation is guided by objectives that go be-
yond the objective pursuit of understanding.
Testing of the compensatory and additive mor-
tality hypotheses provides a good example, with
hypothesis acceptance/rejection strongly influ-
enced according to which hypothesis is identi-
fied as null, although neither hypothesis is un-
ambiguously recognizable as null.

A second exception involves multiple com-
parisons of more than 2 hypotheses. Standard
statistical procedures such as likelihood ratio
testing do not lend themselves to the testing of
multiple hypotheses, except with omnibus test
procedures such as analysis of variance (Graybill
1976) or by the comparison of hypotheses taken
2 at a time (Mood et al. 1974). However, in
recent years some promising approaches have
been identified that allow for the comparison
and selection of hypotheses from among mul-
tiple candidates. For example, model selection
criteria proposed by Akaike (1974) have been
used by Burnham and Anderson (1992) and
others in the selection of biological relations,
and adaptive resource management (Walters
1986) provides a promising approach to the
identification of wildlife models from among
multiple alternatives (Williams 1996).

A final point of emplasis is that scientific
methodology as described above is fully com-
plementary to the traditional goals and objec-
tives of wildlife management. Indeed, many of
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the presumptive causes of wildlife patterns are
recognized from observations made during the
course of resource management, and in some
instances management itself has been included
in designs for their scientific investigation. The
linkage between wildlife management and sci-
entific assessment, in which management both
supports and is supported by research, is defin-
itive of an adaptive approach to resource man-
agement (Walters 1986). Adaptive resource
management, in concert with the use of sound
scientific methodology, holds great promise for
accelerating our understanding of biological
processes, while simultaneously improving re-
source management based on that understand-
ing. In the long term, the melding of research
and management may offer the only feasible ap-
proach to resolving many long-standing prob-
lems that confront wildlife managers.
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